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Abstract— Human activity tracking is an important 
area of research in the field of video surveillance by 
past 10 years. It is very difficult task to recognize the 
activity of the object performed in the video. It is very 
difficult to track the moving target in real time 
because there are so many factors involved in it. 
There are so many methods and algorithms available 
to detect and track the moving object. There is lot of 
research going on in the field of video surveillance. 
In the last decade, due to the increase in terrorist 
activities and general social problems, providing 
security to citizens have become the top most 
priorities for almost all the nations and for the same, 
a very close watch is required to be kept in the areas 
that needs security. Keeping human watch 24x7 is not 
possible as we all know that humans can easily be 
distracted and a small distraction in very sensitive and 
highly secure area can lead to big loses. To 
overcome this human flaw in the area of monitoring, 
the concept of making monitoring automatic came into 
existence. Since, video surveillance has came in the 
market, researches have been taking place in order to 
make to more easy, accurate, fast and intelligent. The 
goal of visual surveillance is not only to  put  cameras  
in  place  of  human  eyes,  but  also  to accomplish the 
entire surveillance task as automatically as possible. In 
one statement we can say that video surveillance is 
nothing   but taking   the   video,   identifying   
unwanted entities, tracking their actions, 
understanding their actions and raising an alarm. In 
this paper, we will be study the phases of the video 
surveillance system. We will see the 3 main methods of 
human detection. Further, we will see most salient 
region method for tracking and in this paper we 
propose a method of handling occlusion using velocity 
and direction information. 
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I.  INTRODUCTION 

Video surveillance has been with us since a long time. 
In the traditional surveillance system, the video captured 
by the camera would be simply displayed on a monitor in a 
control room. Many human resources will be sitting 
who will be continuously monitoring the video for any 
abnormal activities. But, due to increase in thefts, terrorist 
activities and other criminal activities the demand for the 
video surveillance has increased. Also, with the increase 

in video surveillance, its sensitivity and accuracy has also 
increased and any small human error may lead to drastic 
damage. 

 

We all know that humans have their limitations and we 
cannot afford any abnormal activity in areas under 
surveillance. Due to this reason, an effort was made to 
automate the video surveillance system which will help in 
accurate monitoring of the sensitive areas with less human 
resources occupied in the whole process. 

 
Automatic video surveillance is becoming increasingly 

important in many applications, including traffic control, 
urban surveillance, home security and healthcare.  In this 
paper we will study the process of automatic video 
surveillance. Also, we will see a proposed method for 
human tracking. 

 
There are basically three conventional approaches to 

moving object detection: temporal differencing, optical 
flow and background estimation methods.   Temporal 
differencing is very  adaptive  to  dynamic environments, 
but generally does a poor job of extracting all relevant 
feature pixels .Optical flow can be used to detect 
independently moving targets in the presence of camera 
motion, however most optical flow computation methods 
are very complex and are inapplicable to real-time 
algorithms without specialized hardware.   Background   
subtraction   is   a   particularly popular  method  for  
human  detection  especially  under those  situations  with  
a  relatively static  background. It attempts to detect 
moving regions in an image by differencing between 
current image and a reference background image in a 
pixel-by-pixel fashion. However, it is extremely sensitive 
to changes of dynamic scenes due to lighting and 
extraneous events. 

 
Human detection is one of the critical phases of video 

surveillance system as it is not only responsible for the 
extraction of moving objects but all the remaining phases 
process based on the output of this phase. A large number 
of people detection and tracking algorithms rely on the 
process of background subtracting, a technique which 
detects changes from a model of the background scene. 
Let study different techniques that are used to detect 
human and let us see why its output is importance for the 
next phase (human tracking). 
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II. VIDEO SURVEILLANCE SYSTEM 

Video surveillance process that takes video as an input, 
processes the video and performs actions  accordingly. 
The process of video surveillance consists of many phases 
as shown in the figure1. 

In   section III   we   will   discuss about   the   image 
generation phase. Section IV discusses about human 
detection.  Following which sections V, VI and VII 
discuss about Noise removal, human tracking along with 
occlusion handling and the activity analysis and triggering 
alarm respectively. 

 
 

 
 
 
 

Image Separation 

 
 
 
 

 Human Detection 

 
 
 
 
 Noise Removal 

III. IMAGE SEPARATION 

When we talk about processing a video, it is actually 
not a video that we are dealing with but the video must be 
divided into sequence of images which are further 
processed. 

The  speed  at  which  a  video  must  be  divided  into 
images  depends  on  the  implementation of  individuals. 
From  [1]  we  can  say  that,  mostly  20-30  images  (or 
frames) are taken per second which are sent to the next 
phases for further processing. 
 

IV. HUMAN DETECTION 

In this phase, an attempt is made to detect the human is 
detected in the area under surveillance. There are mainly 
three ways in which this task can be accomplished 1) 
Simple Background Subtraction 2) Optical Flow and 3) 
Temporal Difference. 
 

A. Simple Background Subtraction 
The Background subtraction approach is mostly used 

when the background is static [4]. The principle of this 
method is to use a model of the background and compare 
the current image with a reference. In this way the 
foreground objects present in the scene are detected. It 
attempts to detect  moving  regions  in  an  image  by 
differencing between current image and a reference 
background image in a pixel-by-pixel fashion as shown 
by equation below:

 
    

Human Tracking 

 

 
 
 
Handling 
Occlusion 

| Pc     Pbk  |  T 

 
where, Pc – Current image pixel, 

Pbk – Background image pixel, 
T – Threshold value. 

(1)

 
 

 
 
Activity Analysis 

 
 
 
 
 

Triggering Alarm 
 
 
 

Fig 1. Phases of Video Surveillance system 

This method is very useful when there is a static 
background. Here  the  threshold is  fixed  such  that  the 
foreground pixels are extracted from the background 
image. When the pixel difference is above the threshold 
value, it is considered as foreground image. 
 

B. Optical Flow 
Optical flow can be used to segment a moving object 

from its background provided the velocity of the object is 
distinguishable from that of the background, and has 
expected characteristics. Optical flow is the amount of 
image movement within a given time period [2], [3], [10]. 

Let us study an optical flow method entitled Lucas- 
Kanade Method [2], [10]. This method calculated the 
motion between two image frames which are taken at 
time t and t +δt for every pixel position.
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As a pixel at location (x,y,t) with intensity I (x,y,t) will 
have moved by δx, δy and δt between the two frames, the 
following image constraint equation can be given: 

unit, and similar factors. Noise in a video means there 
might be a portion that is either added or erased in the 
obtained   images.  Hence, due   to  noise  in  the  acquired

I ( x, y, t)  I ( x  dx, y  dy, t  dt) (2) image  we  might  get  any  extra  or  some  lesser  image 
portion.

Assuming  that  the  movement  is  small  enough,  the 
image constraint at I(x, y, t) with Taylor series can be 
derived to give: 

Such noise has   to be  handled before the  subtracted 
image is sent for further processing. This can be done by 
performing morphological operations [6] like opening and 
closing   on   the   subtracted   image.   Opening   is   a

I ( x  dx, y  dy, t  dt)  I ( x, y, t ) 

 I / x * dx  I / y * dy  I / t * dt 
 
From (2) and (3) we get, 
I / x * dx  I / y * dy  I / t * dt  0 

 

or 
 

I / x * dx / dt  I / y * dy / dt 

 I / t * dt / dt  0 
 

Equation (5) can be further written as:- 
I / x * Vx  I / y * Vy  I / t  0 

 

(3) 

(4) 

(5) 
 
 
 
(6) 

combination of erosion and dilation operations with 
erosion followed by dilation whereas closing is dilation 
followed by erosion [15]. 
 

VI. HUMAN TRACKING AND HANDLING 

OCCLUSION 

Human tracking means deriving a correspondence of 
the object detected in one frame with the object detected 
in the next frame. If a correspondence is found than we 
can say that the object found in the previous and the 
current frame is the same and it can be marked with the 
same color rectangle as the previous object was marked 
with.    In order to  find  the  correspondence  a  simple

Where, Vx and Vy are the x and y components of the 
velocity or optical flow of I(x, y, t) and ∂I/∂t at a given 
pixel is just how fast the intensity is changing with time. 

 

C. Temporal Differencing 
Unlike, the background subtraction method where the 

base image was the background image, here in temporal 
differencing [5] the reference image is the previous 
images. Hence the previous frame is subtracted from the 
current image and the subtraction value must be greater 
than a threshold value in order to give a difference image. 

Strategy is followed. Few features [11] of the object 
detected in the previous frame are stored and the features 
are then matched with the object detected in the current 
frame.  If they match, then the object detected  in  the 
current and the previous frame are said to be the same. 
Features can be color, orientation, speed, posture, speed, 
intensity or any other information that can be obtained 
from a pixel. Hence, selection of the features plays an 
important role in tracking an object. 

The tracking methodologies [14] can be mainly divided 
into 2 types:-

I threshold ( x, y)  1, I threshold ( x, y)  threshold 

 0, I threshold ( x, y)  threshold 

 

(7) 
1) Region Based Tracking: Here, the features of the 

blob, detected in one image frame are matched to the blob

From the above three human detection methods, the 
background subtraction is the simplest and mostly used 
when the background is stationary. In our implementation 
we will be keeping static background and hence will use 
the simple background subtraction method of human 
detection. 

 
V.  NOISE REMOVAL 

The image is expected to contain noises. These noises 
might be included in the image due to environmental 
factors (for example, humidity or fog in the area under 
surveillance), due to illumination changes, during 
transmission of video from the camera to the processing 

detected in the other frame. If there is a match then the 
detected image is linked with the image in the previous 
frame. 

2) Contour Based Tracking [7]: Here, the energy of the 
boundary/contour of the  blob  detected  in  the  previous 
frame is matched with the energy of the boundary of the 
blob detected in the current image. 

As   we   are   taking   stationary   background,   region 
tracking is very efficient with stationary background. 
Hence we are taking region tracking. Now region tracking 
stores the features of whole object and matches the 
features with the features of the object in the next frame.
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This wastes time, instead most salient region method 
only matches the most  salient  region  of  the  previous 
frame with the most salient region of the current frame. 
Hence, reducing the amount of time required to match the 
whole image. The most salient region tracking [8], [12] 
works as follows: 
   The initial features for color, orientation and intensity 
are fetched from the image [12]. 
   From the above fetched features, the feature vector is 
calculated f o r  color, orientation and intensity using 
Center-surround method . 
   Once the feature map is obtained, the 3 features are 
weighted in order to find out which feature more uniquely 
identifies the object. Once weight is obtained, using their 
weight we get the saliency map for the detected object. 
   Finally feature weight vector is calculated  for  this 
most salient region. This feature weight vector is matched 
with the subsequent frame’s feature weight vector, if the 
match is above the threshold value then there is a match 
otherwise, the search area is doubled and the above 
procedure is repeated again. 

Even after doubling the search area, a match is not 
found then object is expected to be occluded by some 
other object or any stationary background object. 

Now, occlusion handling is not a separate process as 
seen in the figure1, it is a part of human tracking process. 
When an  object  is  detected its  centroids can  easily be 
obtained and when a match is found between the object in 
the previous and the current frame object, we will get the 
centroids of the current image. From the centroids of 
these two images we will obtain following: 

 

   The speed (velocity) at which object is moving using 
the simple distance upon time formula as shown below: 

VII. ACTIVITY ANALYSIS AND ALARM 

TRIGGERING 

Activity analysis is like adding intelligence to this 
whole process. The information about the detected human 
is sent to a program which will study its position, pose, 
motion and analyze them. After analysis, in case of any 
abnormal activity is found then an alarm is triggered. 

Abnormal activity can be any action like moving into 
any highly secure area, moving with speed more than a 
limit in a secure place, any typical pose that is not normal, 
and many other actions can trigger the alarm. The list of 
abnormal activities varies from customer to customer. 

Also, alarm triggering [9] may include actually ringing 
any alarm, sending notification to any department through 
e-mail or SMS, generating a report, make an entry in 
database, etc. Thus, this phase totally deals with how you 
want to utilize the information that has been obtained 
from   the   previous   phases   and   notify   on   abnormal 
activities. 
 

VIII. CONCLUSION 

Our   proposed method   of   finding the   speed   and 
direction while performing most salient region tracking 
will help in fast and efficient occlusion handling. Also, as 
discussed above, in case the most salient region method is 
not able to find the human in initial search window, we 
just double the search window and if this fails too then the 
position of the human is predicted. This reduces the 
processing time in case the object is hidden as we are not 
searching whole frame instead just doubling the search 
area. 
 

IX. FUTURE ENHANCEMENT
 

Vcx1   Vcy1   S 

Vcx2   Vcy2   S 
 
   The direction of the motion by the tanθ formula. 

 
(8) 

In this paper, we have considered static background; in 
future it can be enhanced for changing/non-static 
background. 
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